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Facial Recognition: Understanding Privacy Concerns and Attitudes Across
Increasingly Diverse Deployment Scenarios

Shikun Zhang
Carnegie Mellon University
Pittsburgh, PA, USA
shikunz @ andrew.cmu.edu

Abstract

The rapid growth of facial recognition technology across ever
more diverse contexts calls for a better understanding of how
people feel about these deployments — whether they see
value in them or are concerned about their privacy, and to
what extent they have generally grown accustomed to them.
We present a qualitative analysis of data gathered as part of
a 10-day experience sampling study with 123 participants
who were presented with realistic deployment scenarios of
facial recognition as they went about their daily lives. Re-
sponses capturing their attitudes towards these deployments
were collected both in situ and through daily evening surveys,
in which participants were asked to reflect on their experi-
ences and reactions. Ten follow-up interviews were conducted
to further triangulate the data from the study. Our results high-
light both the perceived benefits and concerns people express
when faced with different facial recognition deployment sce-
narios. Participants reported concerns about the accuracy of
the technology, including possible bias in its analysis, privacy
concerns about the type of information being collected or
inferred, and more generally, the dragnet effect resulting from
the widespread deployment. Based on our findings, we dis-
cuss strategies and guidelines for informing the deployment
of facial recognition, particularly focusing on ensuring that
people are given adequate levels of transparency and control.

1 Introduction

We live in a world full of cameras, from traditional closed-
circuit televisions to the latest motion-sensing wireless IP
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cameras. According to a report by IHS Markit, a total of over
one billion cameras are expected to be deployed worldwide by
2021 [25]. Existing security and surveillance cameras can be
easily augmented with facial recognition, a type of artificial
intelligence (Al)-enabled video analytics technology that has
become increasingly accurate with recent advances in deep
learning and computer vision [43]. The U.S. Government
Accountability Office (GAO) broadly defines facial recogni-
tion technology as computer applications that (1) detect faces
in an image or video, (2) estimate a person’s demographic
characteristics (e.g., age, race, gender) (3) verify a person’s
identity by accepting or denying the claimed identity, and (4)
identify an individual by matching an image of them to a
database of known people [105]. Extensions of facial recog-
nition also include facial expression recognition [87], mood
detection, scene detection (e.g., identifying petty crime [85]),
and more. In this paper, we adopt this broader definition of
facial recognition.

In recent years, facial recognition has been widely deployed
in public places, such as airports for security and surveil-
lance purposes [42, 103], department stores for automatic
detection of known shoplifters, rental car companies for self-
checkout [37, 74]. While facial recognition technology can
contribute to security, productivity, convenience, and more,
its broad deployment also gives rise to serious privacy con-
cerns [97]. These concerns have prompted increased scrutiny
from both privacy advocates and regulators [24, 30, 60]. Re-
cent studies have also reported limitations and flaws of fa-
cial recognition technology, including unsatisfactory levels
of accuracy as well as bias towards underrepresented de-
mographic groups and members of the LGBTQ+ commu-
nity [5, 47, 59, 81]. Both policymakers and researchers have
also expressed concerns about abusive uses of the technology,
e.g., non-consensual surveillance [48, 49].

Our research focuses on the perceptions and attitudes of
people (or “data subjects”) whose presence and activities can
be captured by facial recognition technologies. This paper
describes the results of an exploratory qualitative analysis
of responses gathered as part of a 10-day experience sam-
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pling study. The study involved asking participants to install
a study app on their regular smartphones and using the app to
present them with a range of realistic facial recognition sce-
narios at venues they visited during their everyday activities.
The app was used to collect their reactions to these differ-
ent scenarios. Data collected in situ was supplemented with
additional information collected as part of a daily evening
survey, in which participants were asked to review each of
the deployment scenarios presented to them during the day
and answer additional questions. Moreover, we analyzed 123
participants’ post-survey responses and also interviewed 10
of them. This paper is the sequel to another publication on
this study, where we presented a quantitative analysis of par-
ticipants’ privacy preferences and expectations in responses
to these scenarios [115]." Through an in-depth analysis of the
qualitative data collected from this study, we aim to develop
a more holistic understanding of people’s perception of the
benefits and concerns associated with the diverse deployment
scenarios considered in this study. In particular, we further
contextualize participants’ perception of privacy risks associ-
ated with facial recognition and explore their concerns about
the limitations and bias found in some of these systems.

This article’s contributions fall under three broad cate-
gories:

e We present an in-depth qualitative analysis of lay peo-
ple’s perceptions towards facial recognition. Our qualita-
tive dataset contains both interview data and 123 partici-
pants’ free-text responses over a 10-day period, which
provides a comprehensive view of individuals’ percep-
tions towards facial recognition.

e To our knowledge, this is the first qualitative study that
uses carefully designed and realistic facial recognition
deployment scenarios and differentiates between diverse
attributes of the technologies (e.g., purpose, venue, type
of analysis, data sharing) and to do so in situ, as partici-
pants went about their regular everyday activities.

e Based on our results, we propose guidelines and design
recommendations for trustworthy deployments of facial
recognition technology.

2 Related Work

2.1 Facial Recognition and Algorithmic Bias

Facial Recognition (FR) and its wide range of applications
have been a prevailing research topic for decades. Traditional
FR methods are mostly feature-based and are limited in their
discriminant power [6, 14, 50, 67, 113]. Recent deep learn-
ing approaches have significantly boosted the performance

I'See also [116] for results exploring the use of machine learning models
to help predict people’s privacy preferences (i.e., opt-in/opt-out preferences
for different scenarios) and alleviate the user burden of exercising privacy
choices.

of facial recognition models [26, 76, 90, 104], enabling it
to approach and surpass human performance on FR bench-
marks [45, 55, 58]. Despite the impressive progress, there are
still many problems with FR. A series of reports on testing
commercial facial recognition software conducted by the Na-
tional Institute of Standards and Technology (NIST) revealed
that software accuracy variations and potential bias existed for
different demographic groups [4, 43, 44]. Several studies have
tried to quantify the demographic biases of some of these deep
learning models [17, 56, 81], with sources of bias attributed to
unrepresentative data distributions in training sets [56] and to
the use of certain optimization methods [93]. Besides issues
related to accuracy and bias, prior studies have also questioned
the effectiveness of emotion detection, which falls under the
broad definition of facial recognition, exposing problems with
classifiers trained on artificial displays of emotions failing to
capture people’s true inner states [12, 69]. These limitations
can in turn lead to the mistreatment of certain demographic
groups, exposing them to higher individual or societal risks,
or impeding their access to some services [111]. Even though
these problems have been acknowledged by the computing
community [5] and legal scholars [53, 112], no research has
been conducted to understand people’s awareness and percep-
tion of these limitations and the risks they entail. Our work
aims to fill this gap.

2.2 Attitudes towards Facial Recognition

A few prior studies have examined people’s attitudes towards
facial recognition through surveys [21, 97, 100, 101]. The
Pew Research Center conducted a nationally representative
survey on Americans’ awareness and acceptance of facial
recognition. They found that Americans in general trust law
enforcement to use facial recognition responsibly more than
technology companies and advertisers and that these attitudes
also vary across demographic groups [97]. Another study fur-
ther analyzed the Pew survey data and focused on gendered
perceptions of workplace surveillance. This study found that
women were less likely to accept the use of facial recogni-
tion in the workplace [100]. The Center for Data Innovation
also conducted a national online poll through Google Sur-
veys and found that fewer Americans think the government
should limit the use of facial recognition [21]. A few inter-
view studies have focused on specific functionalities of facial
recognition [8] and the impact of facial recognition technol-
ogy on marginalized demographic groups [47]. Hamidi et al.
found transgender individuals have overwhelmingly negative
attitudes towards recognition algorithms that automatically
detect gender [47]. Andalibi et al. discussed users’ attitudes
towards emotion recognition technology, including percep-
tions of individual and societal risks [8]. Our work, which
does not focus on the relationship between demographics
and attitudes, sheds light on people’s concerns about facial
recognition across a variety of scenarios without targeting
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any particular demographic group. Facial recognition has
also attracted the attention of law scholars who have closely
examined the legal and ethical issues of the emerging facial
recognition through a slew of law review articles [53, 72, 112].
Our work complements these legal reviews by presenting and
analyzing data collected from our study participants, relying
on their own accounts of perceived threats and benefits associ-
ated with these deployments in realistic contexts experienced
as part of their regular everyday activities.

2.3 Privacy Challenges of Facial Recognition

Facial recognition technology can be used to capture a variety
of sensitive information about people, from biometric data
(e.g., facial features and body pose) [38, 90, 104] to informa-
tion about people’s activities (e.g., where they are, whom they
are with, and what they do) [38, 114] all the way to their emo-
tions (e.g., attentive, depressed, and surprised) [64]. While
people may notice some cameras, they have no way of know-
ing how captured footage is being processed (e.g., what types
of algorithms might be run and for what purpose) and what
happens to the data being captured (e.g., whom it is shared
with and for how long data might be retained). The loss of
privacy resulting from the deployment of this technology has
been a common thread in the literature [19, 70, 78, 79]. Re-
searchers have examined technical solutions to safeguard user
data [31, 32, 34, 78, 89], including algorithms to avoid being
tracked by facial recognition [94, 95], and systems to enable
real-time opt-out of facial recognition systems [27, 28, 88].
But how to increase transparency around data privacy remains
an unsolved issue [22, 82, 83].
In this paper, we explore three research questions:

e RQI: What are users’ attitudes towards facial recogni-
tion technology, and why?

e RQ2: What are some benefits and concerns people asso-
ciate with facial recognition deployment scenarios?

e RQ3: What recommendations can we develop for the
trustworthy deployment of facial recognition?

3 Methodology

3.1 Study Design

Prior work shows that context plays a critical role in influ-
encing people’s privacy attitudes and decisions [75]. In order
to solicit realistic participant feedback, we designed an ex-
perience sampling study to collect people’s responses to a
variety of facial recognition deployments (or “scenarios”) in
the context of their regular everyday activities. The experience
sampling method [51] has been successfully used in many
real-life studies [20, 39, 54, 61, 84, 106, 107], enhancing the
ecological validity of the results [13, 92].

In the 10-day experience sampling study, we presented par-
ticipants with facial recognition scenarios that were likely
to happen at places they visited as part of their daily activ-
ities. For example, when a participant visited a gym, they
may be presented with a scenario where facial recognition
was used to track their attendance. The scenarios included
in the study were informed by an extensive survey of news
articles about real-world deployments of facial recognition
in a variety of contexts, i.e., identification of known crim-
inals [2, 23, 40, 57], petty crime detection [85], operation
optimization by businesses [71, 77, 86], demographic-based
advertising [9, 35, 98], advertising based on reactions [15,
18, 91], engagement detection [63, 68, 110], ID/loyalty card
replacement [10, 33, 73, 96], attendance tracking [3, 11, 41],
health-related predictions [7, 66, 80], productivity predic-
tions [29, 62], and medical diagnoses [1, 36, 46, 65].

3.2 Study Procedures

The 10-day study was carried out in the following steps. First,
eligible participants who completed the consent forms could
download the in-house study app from the Google Play Store.
Second, while participants went about their regular daily ac-
tivities, the study app collected the GPS location of their
smartphones. As participants visited places for which we had
plausible scenarios, the app would send them a push notifica-
tion, prompting them to complete a short survey on a facial
recognition scenario pertaining to their location. Third, at the
end of each day, participants also received an email in the
evening to answer a daily summary web survey (“evening
review”). This web survey showed participants the places
they visited when they received notifications, probed reasons
for their in-situ answers, and asked additional questions. See
Appendix 7.4 for screenshots of the app and an example of the
evening review. Fourth, after completing 10 days of evening
reviews, participants answered a post-survey where they pro-
vided open-ended text responses about their attitudes on facial
recognition technology and their perceived beneficial and con-
cerning contexts where facial recognition was applied. Fifth,
we conducted semi-structured interviews with 10 participants
over online video conferencing software (e.g., Skype, Google
Hangouts) after they have completed the study. The full text
of the post-survey, the scenarios presented during the study,
and the interview scripts can be found in the Appendix.

3.3 Recruitment and Participants

We recruited participants from both online and offline chan-
nels. Our recruitment messages were posted on a variety of
online platforms, including local online forums (i.e., Craigslist
and Reddit), a university-based research platform, and a pro-
motional Facebook advertisement. We also put up flyers on
bus stops and local community bulletin boards. A short screen-
ing survey was used to determine participants’ eligibility
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(aged 18 or older, able to speak English, using an Android
smartphone with a data plan). We also collected demographic
information such as age, gender, and occupation in the screen-
ing survey. We avoided convenience samples of university
students and collected data from a diverse pool of participants.
A total of 164 participants downloaded our study app, and
123 of them completed our 10-day study and the post-survey.
The demographics of the 123 participants is shown in Table |
and 2. We sent out 17 invitations to participants who showed
interest in participating in the follow-up interview and con-
ducted online interviews with 10 participants who responded.
This study was approved by our university’s IRB and the
human research protection office of the funding agency.

3.4 Qualitative Dataset

In this work, we focused on analyzing the qualitative dataset
collected from the 10-day experience sampling study. The
dataset includes 2,562 entries of text responses from partici-
pants’ daily summaries, 1,230 entries of text responses in the
post-survey, and 10 interview transcripts. In order to answer
the research questions, it is crucial that the qualitative data
collected reflects participants’ attitudes towards facial recog-
nition. Since we adopted an experience sampling method
presenting realistic scenarios of facial recognition to partici-
pants over 10 days, we believe the data collected following
these contextual cues would capture participants’ perceptions
and attitudes. We did not report other quantitative data col-
lected from the experience sampling study since they are not
the focus of this paper.

3.5 Interview Data Analysis

The interviews ranged from 26 to 40 minutes (mean=33)
and were fully transcribed. A total of 326 minutes of tran-
scripts were analyzed. One author first read and familiarized
herself with all the transcripts. She then applied thematic anal-
ysis [16] to open code the transcripts. The second author met
with the first author regularly to iterate on the themes.

3.6 Content Analysis of Textual Responses

From the 10-day study, we collected 2,562 entries of text
responses from participants’ daily summaries and 1,230 en-
tries from the post-survey. In the post-survey, there were 10
open-ended questions. The first question was “What is the
first thing that comes to your mind when you think about
facial recognition technology?” We coded the sentiment (i.e.,
positive, negative, neutral, mixed) in each response.

We included two questions in the post-survey asking par-
ticipants’ perceived beneficial and concerning contexts to use
facial recognition technology. We also asked questions elic-
iting participants’ privacy concerns about facial recognition
deployment scenarios. After reading the survey responses, we

realized many participants shared their attitudes and experi-
ences with facial recognition deployment scenarios regardless
of to which question they were responding. Since the daily
summaries were also addressing similar issues, in our analy-
sis, we broke down the boundaries between the data sources
and conducted a content analysis [102] of all the participants’
3792 textual responses.

Two authors started from inductive coding [16] to extract
codes that show participants’ perceived benefits or concerns
about facial recognition technology and developed a code-
book. In total, we summarized 13 main codes with 32 sub-
codes about the benefits of facial recognition and 19 main
codes with 40 subcodes about the concerns. In the end, we
used a deductive coding approach, applying the codebook to
the entire dataset. Two authors independently coded all data
and met to resolve any discrepancies.

4 Findings

In this section, we present findings from qualitative anal-
ysis of interview and textual response data collected from
evening reviews of in-situ scenarios participants received. We
first present findings on participants’ attitudes towards facial
recognition technology and the reasons behind their attitudes.
We then show the perceived beneficial and concerning con-
texts of facial recognition usage. We also unveil participants’
concerns about the use of facial recognition, with a particular
focus on privacy-specific concerns, as they are among the
most prominent themes. Finally, we flesh out participants’
proposed actions in responses to these deployment scenarios.

4.1 Impressions of Facial Recognition

We first present findings on participants’ sentiment towards
facial recognition technology. This is based on our coding of
sentiment in participants’ responses to the first question in the
post-survey: “What is the first thing that comes to your mind
when you think about facial recognition technology?”

4.1.1 Participants tend to be more negative towards FR

We observed that participants tended to be more negative to-
wards the use of facial recognition: 51 (42%) participants dis-
played negative impressions while only 13 (11%) expressed
positive sentiments. The negative connotation mostly revolves
around problems of the technology, like the infringement on
their right to privacy. Those negative first impressions also
echo entrenched perceptions on problematic usages and pri-
vacy risks of facial recognition that are revealed in our subse-
quent analysis in Section 4.4.2 and 4.5.

Among the 13 participants with positive impressions, most
praised facial recognition’s usefulness, like its ability to in-
crease public safety and catch criminals. A few also men-
tioned the “advancement in technology” (P36, positive). We
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Gender ‘ % ‘ Age ‘ % ‘ Education ‘ % ‘ Income ‘ % ‘ Marital Status %
Female | 57.7 | 18-24 years old 8.1 | Some high school .8 | Less than $25,000 14.6 | Single, never married | 50.4
Male 40.7 | 25-34 years old | 54.5 | High School 4.1 | $25,000 to $34,999 14.6 | Married 41.5
Other 1.6 | 35-44 yearsold | 23.6 | Some college 13.8 | $35,000 to $49,999 9.8 | Separated 1.6
45-54 years old 8.1 | Associate’s degree 7.3 | $50,000 to $74,999 22.0 | Divorced 3.3
55-64 years old 3.3 | Bachelor’s Degree 35.0 | $75,000 to $99,999 14.6 | Widowed 0.8
65-74 years old 2.4 | Master’s Degree 23.6 | $100,000 to $149,999 | 14.6 | I prefer not to answer 24
More than Master’s Degree | 12.8 | $150,000 to $249,999 2.4
Other 1.6 | I prefer not to answer 73
Table 1: Survey participant demographics and respective %
Occupation % | Occupation % out of 7). For example, P80 alluded to a negative use case,
“China and the way they micromanage their citizens lives,” and
Business, or sales 122 Legal 33 PS5 expressed a more neutral impression: “I think of China
Administrative support o8 Other 33 because the only times I've seen it on the news, it was bein
Scientist 8.9 Graduate student 2.4 . . ”y ’ 8
Service 8.1 | Skilled labor 24 used in China.
Education 8.1 Homemaker 24 In summary, respondents expressed more negative views
golinput?r ?ngineer or IT ;g geﬁred %2 about facial recognition than positive ones. Many were wary
ther salaried contractor . overnment . . .
Engineer in other fields 65 Prefer not to say L6 about potential prc.)blem’s 11.nked to the.: technology. Around
Medical 6.5 Art or writing 8 a quarter of participants’ views were influenced by the me-
Unemployed 4.1 College student 8 dia portrayal of facial recognition (e.g., news, movies, and

Table 2: Occupations of survey participants and respective %

also noted a mixed perspective of facial recognition from 11
(9%) respondents: “It’s invasive and big brother esque. It can
provide good information for law enforcement but is easily
abusable” (P83, mixed). 48 participants (39%) indicated their
neutral impressions typically by describing main use cases or
depicting how facial recognition works: “the ability of com-
puters to see normal people in plain view and identify their
identity. This can then be passed to another decision-making
system for a distinct purpose: law enforcement, advertising,
efficiency, etc.” (P12, neutral).

4.1.2 Participant views may be influenced by media por-
trayals

A few concepts also emerged from these responses, mostly
related to media portrayals of facial recognition. Some par-
ticipants were reminded of what they have watched in the
movies or crime shows relating to facial recognition: “I think
of face scanners and searches people do when looking for
criminals in crime tv shows and movies” (P42, neutral). Other
respondents made references to a dystopian world, with many
citing the concept of Big Brother from the book 1984 — “Cy-
berpunk dystopias, "Big Brother," and similar instances in
fiction, satire, and socio-political discussion about invasion
of privacy on the part of powerful political and economic
entities” (P39, negative). China was brought up 7 times as the
example of a surveillance state, which was associated with
more negative sentiments (5 out of 7) than neutral tones (2

books).

4.2 Beneficial and Concerning Contexts

We present findings on users’ perceived beneficial and con-
cerning use of facial recognition. This is based on the deduc-
tive coding of textual responses to the questions asking partic-
ipants to identify up to 5 contexts each where they found the
use of facial recognition technology to be beneficial and con-
cerning. On average, each participant identified 2.7 & 1.4 ben-
eficial contexts, and 3.0 4= 1.4 concerning contexts. A paired
Wilcoxon signed-rank test showed that participants recorded
significantly more concerning contexts than beneficial con-
texts (Z =2.65,p < 0.01,r =0.24).

The findings are organized based on the major codes in
the codebook, as shown in Table 3. These codes were further
categorized into two groups: purposes for using facial recog-
nition and entities that use facial recognition. We first report
beneficial and concerning purposes in this subsection.

4.2.1 Beneficial purposes: security, authentication, and
commerce

The majority (104 out of 123) of participants reported that
security is a beneficial context for facial recognition. Among
those, 42% thought that facial recognition could increase pub-
lic security in general, and 32% thought that it is beneficial
to use facial recognition to identify and catch criminals. An-
other important context for security, raised by 20%, is to find
missing individuals. For example, P26 mentioned that facial
recognition could be helpful in “locating missing/abducted
children and adults.” 13% of them also mentioned that facial
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recognition could be beneficial to deter crime, as expressed
by P27 “in public, especially in isolated places like parking
garages, to help preserve women’s safety.” Another context
for facial recognition that 51 participants (42%) identified as
beneficial is authentication. About half of them (24 out of 51)
stated that facial recognition could be used to replace IDs and
confirm identity. 31% mentioned that it could be used to log in
devices and/or replace passwords. A quarter maintained that
facial recognition could be useful to grant access in secured
locations, which P46 described as “helping identify people in
high-security areas.” 14% considered authentication in stores
via facial recognition as a way to replace membership or re-
ward cards to be beneficial as well. A sizable minority (27 out
of 123 — 22%) of participants also saw merits in leveraging
facial recognition in commercial settings; using facial recog-
nition to improve services and tailor customer experiences
was deemed beneficial by about half of those 27 participants,
for example, in contexts like “relocating people between the
crowded check-out areas” (P63) and “customization of ser-
vice based on who you are and known preferences” (P55).
Others considered marketing and tailored advertisement of
potential benefit, like in “retail scenarios (catered advertis-
ing)” (P46) and “providing information to retail companies
about their customers”(P111).

4.2.2 Concerning purposes: advertisement, profiling,
and prediction

Most participants (64%) raised concerns about various pur-
poses for which facial recognition is used. Specifically, 36 out
of 123 (29%) participants found using facial recognition for
advertisement troubling: P117 said, “If can be used for mar-
keting and branding purposes that are generally antagonistic.”
18 participants were concerned about facial recognition used
for profiling — “using it to profile someone based on race or
gender” (P21). 17 respondents found “when emotion recog-
nition is in use” to be concerning. 12 participants (10%)
were specifically against their data being sold for profit “ran-
dom companies selling and profiting off of it” (P40). 11 were
worried about use cases of facial recognition that involves
predicting or estimating intentions or behaviors — “Any as-
sessments that are psychologically based since there is a lot
that could be wrongly inferred by only taking into account
visual data” (P12).

4.3 Beneficial and Concerning Entities

The right-hand side of Table 3 shows the percentages of par-
ticipants who identified different entities (law/government,
employers, etc.) as beneficial and/or concerning when they
deploy facial recognition.

Purpose Entity
Beneficial Concerning Beneficial Concerning
Code % Code % Code % Code %o
Security 84.6 | Ads 29.3 | Law/Gov | 14.6 | Law/Gov | 18.7
Authentication | 41.5 | Profiling 14.6 | Public 11.4 | Employer | 17.1
Commercial 22.0 | Emotion 13.8 | Health 8.1 | Business 154
Personal 9.8 | Profit 9.6 | Employer 5.7 | Insurer 14.6
Other 8.1 | Predictive 8.9 | Myself 5.7 | Health 7.3
Security 5.7 | Business 4.9

Table 3: Codes from Content Analysis and the Percentages of
Participants Who Mentioned Them

4.3.1 Weighing between beneficial versus concerning

It is interesting to observe that law enforcement/the govern-
ment were deemed concerning and beneficial both by a sizable
number of respondents, which is also similar in the case of
health-related entities (e.g., hospitals and clinics). The neck-
and-neck numbers seem to suggest that those entities entail
both rather apparent pros and cons of using facial recogni-
tion. For example, “law enforcement falsely accusing some-
one” (P83) is rather concerning, while facial recognition aids
“law enforcement to track and apprehend criminals” (P42) is
clearly beneficial. On the other hand, significantly more par-
ticipants considered businesses, employers, or health insurers’
use of facial recognition more concerning than beneficial.
More participants see harm than benefit brought by facial
recognition usages by these entities, as elaborated by P59,
“The data collected seems worth more to the company than any
coupons could possibly be for me.”

4.3.2 Attributes influencing attitudes towards entities

The interview data revealed in-depth deliberations partici-
pants had while weighing various entities obtaining their fa-
cial recognition information. Trust was one of the factors
that can erase participants’ doubts about potentially question-
able facial recognition usages. Two interviewees explained
why they trust their employer or the government/law enforce-
ment, therefore trusting their use of facial recognition. P55
explained, “I trust my manager personally to have my own
interests in heart...Right now, personally, I have a good re-
lationship with my manager and with the company. So I am
pretty comfortable with what they do, decide to do, and feel
like that they are not going to use it against me.” Believing
in the democratic government, P57 maintained, “The govern-
ment supposedly is "by the people, for the people" as supposed
to private corporations...So if it’s used by law enforcement, [
am a bit more comfortable with that.”

More evidence on trust being an influential factor also
emerged in the answers from evening surveys: “Because
law enforcement and the government have a history of using
data for purposes other than what they were intended for or
what we were told it was for”(P26), “I don’t trust insurance
companies to make fair decisions”(P116), “I trust the library
mostly not to do anything bad with the video” (P97), “This is
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a large entity that I trust”(P51), and etc.

Besides trust, whether entities that deploy facial recognition
have control over data subjects is another important attribute.
Three interviewees were reserved about their employer or
the government using this technology as those entities intrin-
sically have more control over them. In their views, facial
recognition can be used against them by powerful entities,
such as governments, employers, and big corporations, as
expressed in the following quotes.

“I am used to people that advertise to me, trying to sell
me something...I have more control over that relationship
because I can always turn down buying something, even with
coercive tactics that are manipulative. But with my boss or
the government, I don’t have the power in that relationship
at all. So it’s more information for them that they can use
against me basically.” — P50

“I mean whoever’s behind it [facial recognition] has more
data and information, what people need, what individual per-
son wants, and how to best serve the people around, like get
their product to the people. And also they have more con-
trol...over their customers.” — P52

Three interviewees were worried about advertisers’ or cor-
porations’ usage that could decrease their sense of autonomy.
Thanks to facial recognition technologies, businesses would
leverage highly fine-grained and even real-time data to im-
prove their marketing techniques. For example, P56 expressed
her concern, “With the ability to read your reactions and then
be able to market responses specifically to you, you might be
losing some free choice. Because they are able to pinpoint and
push harder things they think are important to you, because
you are reacting to them, they can get real-time reactions to
products...They can start using terms that look like something
and trick you into buying something.” Such practices can be
manipulative and encroach on people’s freedom.

4.4 Concerns About Facial Recognition

4.4.1 Participants were concerned about facial recogni-
tion even for anonymous demographic detection

Current facial recognition software enables different levels of
identification: some can recognize the shape of faces and hu-
mans; some can detect specific demographic features; others
can match faces to images of people stored in databases. De-
mographic detection has been used in contexts like targeted
advertising and marketing [9, 35, 40, 98].

When designing the study, we initially conjectured that peo-
ple would be more comfortable with anonymous demographic
detection than personally identifiable detection. Nonetheless,
9% of participants expressed reservations about using anony-
mous demographic detection for advertising as they saw it
as a form of profiling. P50 explicitly pointed out, “I was
also pretty concerned when the notifications popped up about
predicting purchases based on racial classifications because

that just seemed very racist to me. Just because someone is
African American or Hispanic, you can’t predict what they
are going to want to buy based on their race; that seems a
really not very good policy.”

Others were really against gender-based advertising. For ex-
ample, P50 mentioned, “And gender, there is such a spectrum,
Jjust because you're female, that doesn’t mean you are going
to wanna wear makeup or buy pretty dresses. Same thing for
guys. I just think lumping every person into a classification is
over-generalized; you are going to miss people.” Some partic-
ipants questioned the efficacy of advertising based on gender
and race, “ I wouldn’t think it will be very accurate, you could
target something to me being white that would not at all re-
late to me still based on that one factor. But it may relate
to a non-white person. I think it wouldn’t even be accurate.
I think you need a lot more than race and gender to adver-
tise to someone effectively” (P106). This type of practices,
even though beneficial at times, can also reinforce existing
gender and cultural stereotypes — “I understand that some
ethnic groups might benefit from this (for instance, African
American women need specific hair care products that aren’t
always easy to find.) But I am concerned about the potential
for misuse of this technology to discriminate. Also, people
don’t always "look like" the racial or ethnic background with
which they identify” (P27).

Some participants, including some parents, were leery of
age-based advertising, especially worrying about kids being
susceptible to those practices. “Things are marketed to kids
nowadays, and kids can buy things on apps without their
parents even knowing...I don’t think they should be marketed
towards kids necessarily” (P50). We also observed reserva-
tions from participants who were afraid of being labeled as
a specific demographic group, such as religious groups. P53
said, “I think it is kind of dangerous to pinpoint one person
as part of a group vs. just the individual. So I think the times
I was most concerned during the research was when I would
go to someplace that was religious[ly] affiliated or like a non-
profit organization. If there was a video of me and my friends
maybe at a church or at a Jewish organization. Does that put
us more in danger if we are associated with that group? I feel
like there is this danger of having a label placed on you, and
if the wrong person gets that information, and that could be a
catalyst for violence.” P89 summarized her feelings towards
demographic-based facial recognition, “I do think it will di-
vide us more if they are targeting specifically based on what
you look like, not even necessarily your profile and who you
are...I think it just gives an overall weird and gross feeling,
especially in today’s society where it comes up a lot.”

4.4.2 Participants were worried about incorrect detec-
tion and interpretation

About a third of the participants reported their concerns about
the accuracy of facial recognition during the study. Some
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were worried about the technology not accurate enough and
could make “mistakes in the face recognition (twins, relatives)”
(P65). One interviewee P107 shared his firsthand experience
with inaccurate facial recognition in details, “I don’t know
how accurate they would be based on stuff that I have tested
out before. Like even with having a beard, it throws off a
lot of things that try to guess things. Actually, at work, just
for fun, one of the guys had it. It is for visually impaired
people who are blind. It scans anything and tells you what it
is. It scans faces and got a lot of people like "39 male," and
it would be really close, but when it comes to me, it would
say 40 where I am 25. It would say frowning even though I
am smiling because of it tracking the mustache...if they are
trying to pick up people with negative emotions for security
purposes, maybe it could be pretty wrong.” Others also echoed
their doubts about the accuracy of emotion detection, like P68
“I don’t see how it (emotion analysis) could be that accurate
unless you are monitoring what I am saying too. Like I said, 1
went through a breakup that week, and sometimes I was not in
a good mood no matter where I was, no matter how good the
food was. How are they supposed to know? It just seemed like
it was an unnecessary addition that wouldn’t end up being
very accurate.”

In addition to questioning how accurate facial recogni-
tion can be, some participants also argued that seemingly
suspicious behavior, when viewed out of context, can be mis-
interpreted by those systems, potentially resulting in grave
consequences. For example, P53 described one such scenario
in her friend’s life that could be misconstrued, “ I think a
lot of the times like my friend she locked herself out of her
apartment this past weekend, so she tried to jump in through
her window. So if a recognition program saw that, they might
think that it is a thief or criminal or whatever. And that is not
the case. She is not breaking into her own house. It needs to
be able to interpret scenarios correctly. It needs to be able to
have a context for them. Not just to assume that something
looks like a criminal act is a criminal act.” Similarly, P68
gave another example, “I think it could misinterpret scenarios,
it could misinterpret the guy trying to break into his own car
to get his keys out, or the boyfriend putting his hand in the
girlfriend’s pocket.” An interviewee P57 was worried about
such inaccuracies leading to deadly consequences — “be-
cause if someone was marked for shoplifting and they didn’t
do, that could cost a lot of trouble, in some scenarios that
could cost someone’s life.”

4.4.3 Participants were concerned about racial and
other biases introduced by facial recognition

One-tenth of our participants reported being concerned about
potential bias in the facial recognition systems, especially
about the deep implications it might have on minority groups.
Many were worried that racial bias in these algorithms could
exacerbate the entrenched bias and infringe upon the rights

of those impacted groups. Two interviewees’ elaborated ac-
counts provide us with more insights: P68 stated, “Any system
I've seen has inevitably been used only to profile people of
color and the LGBTQ+ community. I think even if we have
this surveillance, somebody is like, "Oh, it is just gonna auto-
matically detect petty crimes." The reality is that it will still
be looking harder at a black person and their actions to see if
that is a petty crime than it could with a white person. I still
think at the end of the day, a human is gonna analyze the data.
I think you still have a lot of misidentification where people
of color and LGBTQ+ community members are going to be
scrutinized more strongly, not given the benefit of the doubt
that white people are.” Similarly, P53 noted, “ I wouldn’t
want a program like that to decide that for example, a black
man equals thief or even to give a warning sign to a program
to flag that because that is not the case. So I think that is the
danger of having that type of use for facial recognition. I think
it can too easily be biased, intentionally or unintentionally.
The person programming it might think that they might have
statistics to back up the demographics of thieves or demo-
graphics of criminals, but I don’t think that is a good way of
deciding who is or who is not a criminal.”

4.5 Perceived Privacy Risks of FR

Privacy is repeatedly brought up as a key concern by our
study participants. Around 70% of participants voiced privacy
concerns during the study. In this section, we summarize
the major themes around perceived privacy risks of facial
recognition, in light of concepts from established privacy
frameworks (i.e., Solove’s “Taxonomy of Privacy” [99] and
Westin’s states of privacy from Privacy and Freedom [109]).

4.5.1 Violation of solitude

The feeling of surveillance prevails A third of our respon-
dents found surveillance through facial recognition to be con-
cerning. Surveillance can exert adverse psychological effects
like discomfort and anxiety on subjects. For example, P68
pointed out that “I had this paranoia that I would be judged
based on every action I took at work without the full con-
text.” Similarly, P29 stated that “always being watched and
analyzed which in itself is scary.” Moreover, surveillance is
also harmful due to its infringement on people’s freedom to
act. P89 contextualized this concern — “There is a feeling of
freedom as I enter the library where I participate in a Spanish
speaking group on Wednesday morning...in the small class-
room where we speak, I would feel rather self-conscious if
I were videoed.” This infringement upon freedom can also
possibly lead to inhibition and behavior alteration, as P84
noted “I’'d always have to be concerned about how my ac-
tions might be perceived on camera,” and in P20’s view, “I
want to know where all of the cameras are, so I can always
be aware and I can always be on guard and vigilant. So if
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something happens, I can be ready to defend myself or defend
the findings.” Surveillance can also have a chilling effect on
civil and political engagement. For instance, P117 pointed
out that facial recognition “is used to identify anti-fascists
and peaceful protesters”, and P39 found “any and all efforts
at using such technology against political dissenters” to be
concerning.

Deprived of the right to be let alone Warren and Brandeis
first articulated privacy as the “right to be let alone” [108].
Privacy risks also lie in the probing action itself which per-
turbs this right, making “the person being questioned feel
uncomfortable” as noted by Solove [99]. Two-fifths of our
participants regarded some deployment scenarios of facial
recognition as unwarranted and prying. For instance, P68
manifested their concern, “It is the idea of somebody being
able to surveil my life and know my business...Even though on
sight it’s something different through a camera, that knowing
somebody is interested in the data, and wants it, and is just get-
ting it for free. Something about it really bothers me.” Some
participants responded to data collection of facial recognition
rather abruptly, “It’s none of anyone’s business, as long as
I'm obeying the law, where I am and what I'm doing”(P114).
Some participants reported that facial recognition is intrusive
into one’s life, and they cannot be let alone under the presence
of facial recognition. For example, P83 mentioned that they
are “unable to hide from people”, and P104 noted, “I feel
like I'm being stalked by the man, the powers that be, wealthy
corporations.” Others regarded facial recognition as disrup-
tions to their daily activities: P69 mentioned, “Don’t want to
be filmed eating,” and P62 commented on their experience in
stores, “It’s like being stared at in the face by someone while
I'm just trying to shop.”

4.5.2 Unwanted exposure and violation of anonymity

Not able to stay anonymous 17% of participants stressed
the importance of anonymity and scrutinized how facial recog-
nition enabled the identification of normal people in plain
view. P63 gave examples of circumstances when people may
want to stay anonymous, “Probably if you go to some kind of
clinics, like sexual health clinics, or food pantry.” P12 voiced
their concerns about facial recognition used for advertising,
“If it is generating tailored advertising then it implies it is
tracking my shopping habits and linking it to my face.” P55
elaborated a situation when he wants to remain anonymous,
“I don’t do any sort of very secretive things. The only possible
scenarios are if | was trying to...plan a surprise birthday party
for my wife, some notification got sent to both of us of where [
was, and then she figures that out...There is a mixed scenario
of people who are doing slightly illegitimate things but are
legal to do, like having affairs with people on their partners,
they would definitely not like stuff like that.” Identification, a
method to connect people to collected data, is hard to avoid

as the deployment of facial recognition technologies becomes
widespread.

Unwanted exposure to others This issue involves “expos-
ing to others of certain physical and emotional attributes about
a person,” which often “creates embarrassment and humil-
iation” as defined by Solove [99]. 22% of our participants
pointed out that it is easy to reveal emotions under contexts of
facial recognition involving emotion recognition. For exam-
ple, P68 described her personal experience, “I went through
a breakup that week. I was really emotional a lot of the time.
I do not want my health insurance, my employer, my parents
getting updates like "hey, she’s trying to get through the pain
while she is working today.”"” P50 commented on a facial
recognition scenario that occurred at the vet they went to,
“People experience deep personal emotions at the vet.” Some
respondents were cautious about carrying out private actions.
For example, P89 elaborated, “I might be caught at the gym
entering and adjusting a bra strap, etc.,” and “doing some-
thing like picking your nose, something like that, not doing
something against the law, but something you don’t want oth-
ers to see.” Such unwanted exposure in public spaces might
not have been feasible without facial recognition technolo-
gies.

4.5.3 Non-consensual and insecure disclosure

Secondary use without consent This refers to the privacy
issue of data collected for additional purposes without data
subjects’ knowledge or consent. In the context of facial recog-
nition, this problem is exacerbated because of the lack of
ways to properly convey data practices to subjects other than
using signs that say “face recognition security cameras in
use.” Given the sensitive nature of facial recognition data,
around a quarter of our participants reported concerns about
unauthorized secondary use. Many respondents questioned
whether companies would retain data for intended use only,
as P12 described, “As I'm doing this study more, I think it’s
my trust in their ability to safe keep the data and only for that
use. I would doubt their compliance even if I do want them to
get the competitive advantage by the use of video surveillance.”
P89 also hoped for regulations to prevent secondary use, “If
there were laws in place that they could never ever use it for
anything else like they couldn’t sell it to marketing compa-
nies.” P106 provided a concrete example of secondary use
with regards to workplaces using facial recognition to track
attendance, “I think if used to replace a time card is fine, but
I could see it being abused by overbearing managers.” A few
participants expressed concerns about their data being sold,
which can also be regarded as a secondary use.

Fear of data leakage and abuse About one-third of our
participants expressed their concerns about their facial recog-
nition data being hacked or abused. Because it is almost im-
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practical to relinquish biometric data when compromised,
the security of facial recognition data is ever more pressing.
Many of the participants reported that they do not trust data
collectors’ ability to safeguard their data. For example, P122
noted, “I don’t think data security is a strong priority for
these companies, and when they do have data leaks, they
don’t care because it doesn’t affect them, and the punishment
is not enough to incentivize them to change their practices,”
which parallels the concerns of P54 about identified frivolous
activities being leaked, “Frivolities that end up being insecure,
like entertainment or stores.” Also, the fear of insecurity can
induce privacy risks by placing people to whom it pertains in a
vulnerable state, as corroborated by P122, “It’s very troubling
to think of how this info could be used by bad actors.”

4.5.4 Inaccurate dissemination and violation of reserve

Dissemination of inaccurate or misleading information
Around one-third of our participants were concerned about the
dissemination of inaccurate or misleading information [99].
This issue is also mostly linked to the inaccuracies of facial
recognition as presented in Section 4.4.2. Qur participants
were concerned about being falsely identified or judged out of
context. For example, P46 noted, “Bad luck or timing could
lead law enforcement to be suspicious of an innocent cit-
izen.” P11 referred to their experiences when shopping in
stores, “I would really not like supposedly meaningful data
to be recorded if I happened to smile remembering some-
thing while walking down the condom aisle.” Distortion can
be detrimental, as illustrated by P59, “Reputational damage
could occur if someone is falsely accused of a crime.”

Decisional interference Solove defined this as the intru-
sion on private decisional making, especially by the govern-
ment [99]. In our study, participants mostly focused on the
unwarranted influence on their purchasing autonomy by pri-
vate companies with the help of facial recognition. This is also
discussed in Section 4.3.2. In addition, P89 lamented, “It’s
machines taking over and my freedom circumvented.” P122
echoed this thought, “I do not want to have this information
used against me or used to try and subvert my thinking.”

4.6 Proposed Actions and Responses

Our qualitative data also reveals participants’ reported desire
to take action when encountering facial recognition in their
everyday life. They also express a desire for transparency and
indicate they would like to be notified about nearby deploy-
ments of facial recognition technology. At the same time, their
notification preferences vary with some participants express-
ing concerns about potentially overly disruptive notifications.

4.6.1 Participants want transparency and control over
the collection of their data

About 30% of participants expressed strong views about the
need for entities collecting sensitive facial recognition data to
notify them and to actively obtain consent from them before
data collection. For example, P50 commented, “I think if they
are going to record our image, they should have to notify you
before they do anything with it like if they are going to use it
for a specific purpose, we should be able to know what they
are using it for, and we should be able to say "yes, that’s fine,"
or "no, it’s not. Delete my stuff from your system."” While
most participants agreed about the need to obtain consent,
they did not provide consistent answers with regard to the
frequencies of such notifications. Some participants wanted
to be notified every time when such data collection is tak-
ing place, as illustrated by the quote from P56, “I think it
is important to know when you are in areas where data is
being collected, passive consent really disturbs me. I know it
happens all the time when I am on my phone or computer, and
it is really hard to know what data is being collected, what it
is being used for, etc....So, if [ have my preference, I would
want to know every time someone is engaging in this prac-
tice,” whereas others were wary of repeated reminders and
preferred less frequent notices, as P17 elaborated, “I frequent
this establishment pretty often, so a constant reminder would
annoy me. It would be nice to be reminded every now and
then in case I simply forget.” These results suggest a need
for customizable notification functionality where different
individuals can select from a number of notification options.

4.6.2 Participants find existing notice mechanisms inad-
equate

While the majority of participants wanted to be informed
about facial recognition in use, our follow-up interviews dis-
closed the specific ways how some participants found the
existing notice mechanisms inadequate. For instance, P68 de-
scribed how they missed the existing signs in physical spaces
that were supposed to notify them about the presence of cam-
eras, “There will be places where I would want to be notified
every time, and then I look over, and see a sign that I have
Jjust passed by a dozen times, and realize I am being notified.”
When probed about what is a good way to give them notice or
obtain their consent, some interviewees reported that no exist-
ing mechanisms would achieve the goal, as P53 said, “I think
that [obtaining consent] is hard...It is hard because you can-
not pass a form when you walk into a restaurant or a store, it
cannot be formal...I guess trying to do it remotely like through
the Internet or your phone would be the easiest.” Specifically,
P50 expressed their desire to provide consent based on differ-
ent purposes of facial recognition, “It would depend on what
they were using it for. If it was just like someone committed a
crime, and they needed FR for that, then that’s fine. Maybe if
it’s to replace a swipe card or a membership cards, that would
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be okay, but if it’s for tracking my purchases, or tracking my
attendance, emotions.” The information on the purposes for
which facial recognition is deployed is not available to data
subjects in the majority of current deployments. Also, it is
also hard to design notice mechanisms with the desired level
of intrusiveness, as P89 elaborated, “I would not want to think
about it at all times, so I want it to be subtle whatever the
notification is, but also not so subtle that you don’t know that
it is happening ever,” which highlights the problem of privacy
as a secondary goal.

4.6.3 Some participants fear being overwhelmed by fre-
quent notifications

While most participants report that they want to be notified,
more than half are also weary of too frequent notifications.
In particular, some participants realized during the course of
the study that the number of notifications they would receive
might become a nuisance if they request to be notified each
time they get within range of facial recognition technology.
For instance, P53 described her thought process, “When 1
first started, I was saying once in a while, and then I realized
that would be really annoying to get multiple notifications.”
About half (55 out of 123) of participants reported that they
were unlikely to avoid places that deploy facial recognition
technology, even if they indicated being concerned about these
deployments, revealing a general sense of resignation. For
instance, P11 underscored, “There is nothing I can do about it,
and this is the only accessible grocery around my workplace,
so I don’t have an alternative.” A similar sense of helplessness
and resignation was expressed by P67: “I give up. Spy on me.
What can I do about it? I'm old. I'll be dead soon.”

At the same time, not all participants reported concern. We
also observed a small number of participants who did not care
about the usage of facial recognition in general, referencing
the “nothing to hide” argument. For instance, P55 elaborated,
“I am not likely to be so concerned about it, because I don’t do
any sort of very secretive things... There are more legitimate
reasons why people would want to value their privacy more
than I do, but I am not sure how much of the population that
would really affect.”

5 Discussion

5.1 Limitations

‘We would like to first remind the reader that the results pre-
sented in this paper focus on a qualitative analysis of data
collected as part of our study. A sister publication presented
earlier this year provides a quantitative analysis of additional
data collected as part of the same experience sampling study
[115]. We invite the reader to look at it for additional details
about our study protocol and to develop a more comprehen-
sive view of our findings.

We acknowledge that, while ideally, we would have liked to
collect data from a representative cross-section of the general
public, study participants were recruited from the population
of a mid-sized city in the United States (Pittsburgh). Our sam-
ple is skewed towards somewhat younger and more educated
participants, which might have biased some of our findings.
Accordingly, we do not claim that our results are representa-
tive of the general population. In addition, our analysis results
rely on participants’ self-reported qualitative data, which may
not necessarily match their actual behaviors.

While describing study scenarios, we strove to maintain
a balanced narrative without overly emphasizing benefits or
potential risks associated with different deployments. We ac-
knowledge that on occasions, our phrasing might inadver-
tently have primed participants in one direction or the other.

Finally, our participants generally expressed somewhat neg-
ative views of various facial recognition deployment scenarios.
This could, in part, be a reflection of the fact that they did not
actually experience true interactions with these deployment
scenarios and, as a result, may not have had a chance to ap-
preciate what they consider as benefits associated with some
of these scenarios (e.g., marketing scenarios).

5.2 Combating Inaccuracy and Bias

While most of participants reported seeing benefits in facial
recognition deployments such as security and authentication
scenarios, their reported attitude towards many other scenar-
ios was generally more negative. Part of their willingness to
embrace the technology was dampened by concerns over accu-
racy and bias of facial recognition systems, echoing concerns
voiced by marginalized interviewees in a prior study [47]. Our
data suggest that these concerns extend to the more general
population. Recent reports of people wrongly arrested due to
faulty facial recognition algorithms likely contributed to reser-
vations captured in our study [52] and also illustrate the severe
consequences that deployment of this technology can have if
deployed and relied upon without adequate safeguards. Min-
imally, technology should be evaluated for potential biases
and minimal levels of accuracy, especially when deployed in
support of particularly sensitive activities such as law enforce-
ment. Their performance and limitations should be clearly
communicated and taken into account. And decisions based
on these algorithms should be meticulously cross-checked and
manually vetted if we are to avoid more of these nightmarish
scenarios.

5.3 Contextualizing Perceived Privacy Risks

Our analysis organized perceived privacy risks associated
with facial recognition deployments around key dimensions
identified in well-established privacy frameworks [99, 108,
109].We were able to elicit more nuanced and contextualized
privacy concerns than prior work [21, 97, 100] as shown in
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Section 4.5. While legal arguments support people’s reason-
able expectations of privacy in public places [53], our study
provides strong evidence that these expectations are real and
widespread and that some facial recognition deployment sce-
narios are perceived as overstepping the boundaries of per-
sonal solitude, making people feel deprived of “the(ir) right
to be let alone” [108]. These concerns are further exacerbated
by the sensitive nature of biometric data, the information that
can be inferred from facial recognition data (e.g., location,
activity, and mood), as well as risks of secondary use of this
data and its security. These findings underscore the need for
more transparency in notifying people about not just the de-
ployment of facial recognition technology but also sufficient
details for individuals to gauge their perceived privacy risks.

5.4 Designing Effective Notice and Choice

Our study confirms that privacy concerns are a major obsta-
cle to acceptance of a variety of facial recognition scenar-
ios [21, 22, 83], although these deployments are becoming
increasingly widespread. Responses from our participants
indicate a strong desire to be notified about different deploy-
ment scenarios and to have some control over the collection
and analysis of their data. Current deployments generally fall
short when it comes to effectively notifying people about the
presence of facial recognition technologies, including details
about the type of analysis they rely on and how results are
being used and possibly shared. Also, current deployments
generally fail to provide people with opt-in or opt-out choices.

How to effectively notify people and offer them adequate
controls is not trivial. Entities deploying facial recognition
should inform data subjects in a clear and noticeable man-
ner. Today’s “this area under camera surveillance” signs do
not provide them with enough information, such as type of
analysis, the purpose for collection and analysis, sharing, etc.
Privacy controls (e.g., opt-in and opt-out choices) should ob-
viously include mechanisms to authenticate data subjects (to
make sure they are whom they claim to be when they request
to opt in or out of some practices), giving rise to privacy issues.
With the possible exception of security-related deployments,
which many view as generally beneficial, people should be of-
fered some control over the collection and use of their footage
— preferably in the form of opt-ins.

One solution involves requiring people to opt in by provid-
ing training data about their face [27, 28]. In this system, a
privacy-aware infrastructure is used to notify people about the
presence of nearby facial recognition deployments, including
who has deployed the technology, what analysis is performed,
and for how long the footage is retained. Users who do not
opt in for facial recognition by default have their face (or
possibly their entire body) obfuscated in real-time in the cap-
tured footage. Notifications about nearby facial recognition
deployment are provided via a “Privacy Assistant” mobile
app that users install on their smartphones. This infrastructure

has been deployed to support notice and choice for a variety
of Internet of Things data collection processes — not just
facial recognition [27, 88].

Our data highlight individuals’ diverse notification pref-
erences, with some preferring to be systematically notified
about FR deployments, while others only would prefer just
occasional notices and reminders. The Internet of Things Pri-
vacy Infrastructure introduced by Das et al. offers users of
its “Privacy Assistant” mobile app different settings they can
configure to specify the types of data collection processes
they want to be notified about as well as the frequency of
these notifications (e.g., “only the first time,” “every time,” or
“never”). These settings are consistent with results discussed
in Section 4.6, which indicate that different participants have
different notification preferences and that these preferences
can also evolve. Further research is needed to determine what
personalized settings are likely to work best and how to allevi-
ate the user burden that might be entailed by opt-in or opt-out
settings associated with a potentially large number of facial
recognition deployments.

Finally, our study indicates that participants fear losing
their autonomy when commercial entities can assemble and
leverage near real-time facial recognition data, including their
emotions, to tailor advertisements presented to them. Our
participants also expressed reservations about the power this
technology can bestow on already powerful entities such as
their employers or law enforcement authorities. These re-
sults further emphasize the need for more effective notice and
choice mechanisms if people are to become less fearful about
the deployment of facial recognition.

6 Conclusion

Deployment of facial recognition technologies is already
widespread and continuing to grow. While many people are
familiar with typical video surveillance scenarios, most have
little or no awareness of the increasingly diverse set of sce-
narios where this technology is being deployed. We analyzed
data from a 10-day in-situ study where we collected informa-
tion about people’s awareness and perceptions of a variety
of facial recognition deployments they could realistically en-
counter as part of their everyday activities. Our data show
that people’s privacy concerns are complex and depend on
different attributes characterizing these deployment scenar-
ios. Our analysis reveals serious concerns about the privacy
impact of these technologies, including the lack of mecha-
nisms to effectively notify people and give them some control
over the collection, analysis, and use of their footage. Our
data also suggest that people’s views about facial recognition
technologies have been impacted by recent reports about the
inconsistent accuracy and bias found in deployed systems.
The qualitative analysis presented in this paper complements
a quantitative analysis of data collected as part of the same
study presented in a recent sister publication [115].
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7 Appendix

7.1 Evening Review

[Show a map, timestamp and scenario for each notification]

e We asked: How surprised would you be about [PLACE]
engaging in this data practice? At the time, you indicated
that you would find this . Why?

e We asked: How comfortable would you feel about
[PLACE] engaging in this data practice? At the time, you
indicated that you would find this . Why?

e We asked: How would you want to be notified as you enter
[PLACE]? At the time, you indicated that you . Why?

e If you had the choice, would you allow or deny this data
practice?

e Based on the data practice description above, do you be-
lieve the footage in which you appear could be made avail-
able to third parties for analysis with facial recognition?

e Please indicate how much you agree or disagree with each
of the following statements.

— I feel that I benefit from this data practice
— I feel that [PLACE] benefits from this data practice
— I feel that the data practice enhances public safety
e How would you feel about the raw footage being shared
with the following entities?

7.2 Post Study Survey

e What is the first thing that comes to your mind when you
think about facial recognition technology?

e In what context(s) do you find the use of facial recognition
technology to be particularly beneficial? (Enter up to 5
types of contexts)

o In what context(s) do you find the use of facial recognition
technology to be particularly concerning? (Enter up to 5
types of contexts)

e Do you feel that you have a general understanding of where
this type of technology is likely to be used and why?

e Please rate your comfort level when visiting stores and
other locations that use facial recognition technology.

e How likely would you be to intentionally avoid stores that
use facial recognition technology?

e Has your level of concern about facial recognition technol-
ogy changed over the course of the study?

e 10 IUIPC Questions

e Show scenarios: Petty Crime/Sentiment Ads(IDed)/Health
Predictions

— Within what timeframe, do you believe this data practice
will be commonplace?

— Would you like to be notified about this data practice?

— What sensitive information do you think could be in-
ferred from this data collection practice?

— How concerned would you be about this sensitive infor-
mation being inferred? Why?

— How likely would you be to avoid visiting those places
following the introduction of this data practice?

— What do you think is a reasonable timeframe for those
places to retain the footage they capture of you?

— In what manner would you like to receive notification
about those places’ use of this data practice?
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7.3 Interview Scripts

Introduction: Thank you for agreeing to this interview. My
name is . I will be audio-recording our session. How are
you doing today? Just to fresh your memory. You started
the study around [DATE], and finished the study around
[DATE]. For this interview, we will be asking you some ad-
ditional questions and clarifications about your experience
during this study.

Where did you find about our study?

When did you download the app?

Did you find participating in this study to be demanding?
On average, how much time would you say you spent an-
swering our questions each day?

Were there days when you didn’t receive any prompts?

e On the whole, do you feel that we covered most of the

interesting places you went to during the course of the
study, or would you say we missed some interesting places?
If so, which interesting places did we miss? Would you
expect cameras to be present at these places and what do
you think these cameras could be doing?

While going through the evening reviews, did you ever feel
that you wished you could modify some of the answers you
provided during the day? If so, can you specifically remem-
ber some of the scenarios and in which way you would
have liked to modify your answers (e.g., less surprised or
more surprised, less comfortable or more comfortable?)
[CHECK DATA| For scenarios where we only collected
your answers in the evening, because you didn’t have time
to answer them when the scenario occurred. Do you believe
that you might have given different answers if you had
responded at the time we first prompted you? If so, how
different would your answer have been and why?

[SHOW INSTANCES] Do you remember when you did
not answer those scenarios on site / in-situ, why you could
not answer them, and what you were you doing at the time?
If you remember, each scenario came with two questions
designed to check whether you had carefully read the de-
scription of the scenario. Do you remember those?

Did you find that answering these questions could easily be
defeated, or did you actually have to carefully read the sce-
narios to answer the questions? Feel free to tell us that the
questions were easy to guess without reading the scenarios.
We are trying to understand to what extent these questions
help, or to what extent they are just not terribly useful.
How often did you think that the scenarios we described
matched actual video collection practices at the places you
were visiting?

Did you actually look for cameras, or start paying more
attention to cameras?

e Have you discussed the study or scenarios with others?
e On the whole, do you feel that you have grown more con-

cerned or less concerned about the types of video analytics
scenarios used in our study? Or would you have you remain
equally concerned or unconcerned?

If you remembered, there are a lot of scenarios you encoun-
tered as part of this study, were there scenarios that you
found particularly surprising? Were there some scenarios
that you found particular concerning? Or would you say
that all these scenarios are to be expected and do not feel
particularly concerning?

Do you feel that, if you were to retake the study and be
presented with the same scenarios, most of your answers
would be the same? If some of your answers are likely to
be different, could you identify some of the scenarios for
which you would likely have different answers?
Questions/Clarifications related to the interviewee’s post-
study and evening answers (different case by case)

7.4 Screenshots

< Video Capture Study H < Please answer four questions

Some places like PNC Bank have started to

Target @
_ FRIENDSHIP ® 4
x o™

o Chipotle Mexican

Whole Foods Market @

Noodlehead

t District
rmarket

-+

deploy video surveillance cameras with facial
recognition software. This software can
identify and track known criminals, and bad
actors. Assume that PNC Bank engages in this
practice, and the raw footage is kept for 30
days. Assume also that it is unclear for how
long the analysis results are kept.

Q1. How surprised are you with PNC Bank engaging in this
data practice?

Very Somewhat Notatall
surprised surprised surprised

Q2. How comfortable are you with PNC Bank engaging in
this data practice?
Very Somewhat
uncomfortable

Somewhat Very
uncomfortable  comfortable  comfortable

Q3. Would you want to be notified of this data practice as
you enter PNC Bank?

No, don't ever notify me.

Q4. Are you at PNC Bank by yourself?

SUBMIT

(a) Users clarify their location (b) In-situ scenarios

Video Capture Study: Evening Review for Friday, July 12

page10of3

Apartments

9 W
Dunkin'
Forles Ave

Starbucks g
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~la ®
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You indicated that you were near Starbucks around 11:10 AM on Friday, July 12.
Data Practice: Some places like Starbucks have started to deploy video surveillance cameras with anonymous face
detection software. This software can estimate customers' race and ethnicity in order to offer tailored deals and coupons.

Assume that Starbucks engages in this practice and the raw footage is kept for 30 days. Assume also that it is unclear for
how long the analysis results are kept.

Q1. We asked: "How surprised would you be with Starbucks engaging in this data practice?"
At the time, you indicated that you would find this very surprising. Why?" (Please select all that apply.)

Because ...

(c) Partial screenshot of the evening survey associated with a given
scenario encountered earlier during the day

Figure 1: Screenshots of study instruments
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7.5 Scenario Texts

Purpose Scenario Text
Generic Surveillance Some places like %s have started to deploy video surveillance cameras to deter crime.
Petty Crime Some places like %s have started to deploy video surveillance cameras to deter crime. These cameras

are equipped with software that can automatically detect and record petty crime (e.g. pickpocketing, car
break-ins, breaking store windows).

Known Criminal Detection

Some places like %s have started to deploy video surveillance cameras with facial recognition software. This
software can identify and track known shoplifters, criminals, and bad actors.

Count people

Some places like %s have started to deploy video surveillance cameras with anonymous face detection
software. This software can estimate the number of customers in the facility in order to optimize operation,
such as personnel allocation.

Jump Line

Some places like %s have started to deploy video surveillance cameras with facial recognition software. This
software can identify patrons in line and push individualized offers to skip the wait-line for a fee.

Targeted Ads(Anon)

Some places like %s have started to deploy video surveillance cameras with anonymous face detection
software. This software can estimate customers’ race and ethnicity in order to offer tailored deals and
coupons.

Targeted Ads(IDed)

Some places like %s have started to deploy video surveillance cameras with facial recognition software. This
software can match detected faces against individual customer profiles in order to offer tailored deals and
coupons.

Sentiment Ads(Anon)

Some places like %s have started to deploy video surveillance cameras with anonymous face detection and
emotion analysis software. This software can estimate customers’ age, gender and ethnicity, and analyze
their reactions to items displayed. This software is used to generate tailored deals and coupons for different
demographic groups.

Sentiment Ads(IDed)

Some places like %s have started to deploy video surveillance cameras with facial recognition and emotion
analysis software. This software can recognize people, and analyze their reactions to items displayed. Then
the software matches detected faces against individual customer profiles to send tailored deals and coupons
to their phones.

Rate Service

Some places like %s have started to deploy video surveillance cameras with anonymous emotion analysis
software. This software can gauge customer satisfaction with the service provided by its employees. They
can use the results for employee evaluation and training purposes.

Rate Engagement

Some places like %s have started to deploy video surveillance cameras with facial recognition and emotion
analysis software. This software can identify each patron, and measure their engagement at the facility.

Face as ID Some places have started to deploy video surveillance cameras with facial recognition software. This
software can identify faces to replace ID cards.

Track Attendance Some companies have started to deploy video surveillance cameras with facial recognition software. This
software can track the work time attendance of its employees.

Word Productivity Some companies have started to deploy video surveillance cameras with emotion analysis and facial
recognition software. This software can detect the mood of its employees, and predict their productivity.
This software can record your presence and who you hang out with.

Health Predictions Some eatery chains like %s have started to deploy video surveillance cameras with emotion analysis and

facial recognition software. This software can detect your mood, and record data about your orders. This
information can be shared with health insurance providers. The health insurance providers could use such
data to estimate your likelihood of developing depression, diabetes, and obesity, which in turn can impact
your health insurance premium.

Medical Predictions

Some medical facilities have started to deploy video surveillance cameras with emotion analysis and facial
recognition software. This software can automatically detect some physical and mental health problems.
This information can be shared with health insurance providers, which could impact your health insurance
premium.

Table 4: Scenarios text shown to participants
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